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PURPOSE STATEMENT 

This document provides step-by-step instructions for configuring an Oracle ZFS Storage instance in OCI. 

DISCLAIMER 

This document in any form, software or printed matter, contains proprietary information that is the exclusive property of 
Oracle. Your access to and use of this confidential material is subject to the terms and conditions of your Oracle software 
license and service agreement, which has been executed and with which you agree to comply. This document and 
information contained herein may not be disclosed, copied, reproduced or distributed to anyone outside Oracle without 
prior written consent of Oracle. This document is not part of your license agreement nor can it be incorporated into any 
contractual agreement with Oracle or its subsidiaries or affiliates. 

This document is for informational purposes only and is intended solely to assist you in planning for the implementation 
and upgrade of the product features described. It is not a commitment to deliver any material, code, or functionality, and 
should not be relied upon in making purchasing decisions. The development, release, and timing of any features or 
functionality described in this document remains at the sole discretion of Oracle. 

Due to the nature of the product architecture, it may not be possible to safely include all features described in this 
document without risking significant destabilization of the code. 
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INTRODUCTION 

Oracle is uniquely positioned to provide products and services that run 24/7 either on-premises or in the cloud and so, has 
the expertise to optimally run our own products in Oracleôs own cloud. 

Oracle ZFS Storage in OCI Marketplace provides cloud-based NAS storage and replication services enable on-premises 
ZFS Storage customers to migrate data and apps from on-premises to OCI. Oracle ZFS Storage instances provide both 
protocol services and performance for data migration, replication, and sharing. 

The Oracle ZFS Storage image in OCI can be configured as a Bare Metal (BM) or Virtual Machine (VM) instance to 
support the following use cases: 

· Migrate data to OCI over NFS, NFSv4, SMB or cross protocols with AD integration using an Oracle ZFS Storage 
BM or VM instance as a storage gateway 

· Share data from ZS BM or VM in OCI over NFS, SMB, or cross protocols back to on-premise 
· Replicate data to ZS BM or VM in OCI as a replication target and also reverse the replication back to on-premise 
· Migrate and host applications workloads using similar protocols as your on-premise deployments 
 

Sharing data and replicating data can be hosted in the following ways: 

· Cloud to Cloud 
· On-premise to Cloud 
· Cloud to on-premise 
 

After you have reviewed the above supported shapes, review the following summary of recommended shapes and 
recommended number of NFS and SMB clients. 

Network Bandwidth Expectations for NFS/SMB Clients 

Shape Memory Network 
Speeds 

Maximum Client 
Bandwidth 

Typical Sustained 
Bandwidth 

Number of Clients 

VM.Standard2.4 60GB 4.1 Gbps 256 MB/s 192 MB/s Tens 

VM.Standard2.8 120GB 8.2 Gbps 512 MB/s 384 MB/s Hundred 

VM.Standard2.16 240GB 16.4 Gbps 1025 MB/s 768 MB/s Few Hundred 

VM.Standard2.24 320GB 24.6 Gbps 1537 MB/s 1150 MB/s Hundreds 

BM.Standard2.52 768GB 25x2 Gbps 3125 MB/s 2343 MB/s Thousands 

 

Notes: 

¶ Typical sustained workload mix with 50% read / 50% write. 

¶ Number of clients depends on the desired throughput available to each client.  If more 
throughput is needed per client then fewer clients should be used. 

¶ A bare metal (BM) or virtual machine (VM) instance requires only one volume for operation. 
You can add more volumes to increase storage capacity for your needs. 

¶ Maximum block volume capacity is 960TB. 

¶ Detailed shape specifications are available at OCI Shapes. 

Limitations 
 

The iSCSI protocol is only supported for boot volumes.  

  

https://docs.oracle.com/en-us/iaas/Content/Compute/References/computeshapes.htm
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Known Issues  

· Bare Metal shapes will generate a spurious network problem that can be ignored. The problem will be seen 
under the ZFS Storage in OCI Maintenance - > Problems  tab and description will read: The driver is suffering 

from a performance error detected in the driver. A(n) unsupported error has been detected during driver's attach 
context causing a(n) performance service. (30773285 - OCI ZFS on BM network interfaces show errors on 2.52 
shapes) 

· Virtual Machine instances will show network devices speed as 1Gb even though it will use the full bandwidth 
allowed by the compute shape. (32749253 - VNICs speed is mentioned as 1G at CLI/BUI though VNIC effective 
bandwidth is more) 

· If a new OCI VNIC is added to a running ZFS Storage in OCI VM, a reboot is required before the network device 
can be used. (32518670 - Adding an additional vnic to the OCI zfssa VM fails) 

· The primary network interface used for iSCSI boot should not be modified. Use secondary network interfaces 
instead. (33001957 - Adding a secondary IP address to bnxt0 panics the zfssa BM instance) 

 

Image Configuration Summary 

· Two images are available:  

- One is for a virtual machine (VM) instance, which currently is: PV_ZFSSA_8.8.34-1.2.34.4846.1x 

- One is for a bare metal (BM) instance, which currently is: BM_ZFSSA_8.8.34-1.2.34.4846.1x 
· A boot volume and data volume are the minimum requirements for configuring a ZFS Storage instance 
· A boot volume uses iSCSI protocol, but iSCSI is not otherwise supported 

Overview of Configuration Steps 

This guide describes the steps to configure Oracle ZFS Storage as a compute instance in Oracleôs Cloud Infrastructure 
(OCI) and contains the following sections: 

1. Import OCI Image 
2. Configure OCI Compute Instance 
3. Configure Block Storage 
4. Configure ZFS Storage 
5. Share an SMB Filesystem 

 

For more Oracle® ZFS Storage Appliance documentation, go to https://docs.oracle.com/cd/F13758_01/ 

The final section provides additional management APIs used developed specifically for Oracle ZFS Storage in OCI 
version. 

  

https://docs.oracle.com/cd/F13758_01/
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FIRST STEPS 

 

1. The first step is to get an Oracle Cloud Infrastructure account. 
https://www.oracle.com/cloud/ 

This guide assumes a usable compartment, virtual cloud network (VCN) and subnet has already been 
created and setup for use.  An administrator for your OCI tenancy will authorize resources in a specified 
compartment for you to use.   

The following information will be needed to configure the OCI compute instance. 

1. OCI Compartment ID 
2. VCN Compartment and Name 
3. Subnet Compartment and Name 

 

You will also need an ssh client to do the initial configuration and know how to configure the ssh client to use 
ssh key authentication. 

 

1. IMPORT OCI IMAGE 

 

1. Log into your OCI tenancy and region. 

2. In the left hamburger menu, click on Marketplace. 

3. In the main screen, click on Marketplace. 

4. In the main search screen, enter ZFS Storage. 

5. When the Oracle ZFS Storage image appears, click on the link. 

 

 

 

6. From the Oracle ZFS Storage screen, click get app. 

 

https://www.oracle.com/cloud/
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7. The virtual machine (PV image) is selected by default. Select BM image if you are configuring a bare metal 
instance. 

Review the Overview below, review and accept the terms and conditions. Then, click Launch Instance. 
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2. CONFIGURE OCI COMPUTE INSTANCE 

1. Enter the name of the compute instance. 
2. Click the Change Shape button. For example, to change to a virtual machine (VM) shape from a bare metal (BM) 

shape or vice versa. 
 

 
 
3. From the Browse All Shapes screen, select the Virtual Machine shape or the Bare Metal shape. 

o For a Bare Metal image, select BM.Standard2.52  
o For a Virtual Machine image, select VM.Standard2.4, VM.Standard2.8, VM.Standard2.16, or 

VM.Standard2.24 
 
In the example below, the VM shape is selected. 

 
4. Next, select the Intel shapes box and then the VM.Standard2.4 shape. 
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5. Click Select Shape. 
6. Configure networking settings for the instance.   

Ask your OCI tenancy administrator what Network and Subnet to use. 

 
 
 

7. Generate an SSH key and save the key, choose an existing public key file, or paste the contents of a public key. 
Generate or locate your ssh keys. Existing keys can be found in the your .ssh directory.  

 

$ ls .ssh 

config  id_rsa  id_rsa.pub known_hosts 

 
If you already generated keys for the opc user, locate opc/opc.pub.  
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For example, click Upload public key files and select it from the browse link. 
 

 
8. Boot volume configuration.  

Accept both default values. By default, a 300GB boot volume is created. For most use cases, this size 
should be acceptable. 
 

9. Select Create to launch the compute instance. 

 
10. Wait for the instance to go into the running state and copy the Primary VNIC Private IP Address. 
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11. Open a terminal and ssh  to the ZFS Storage Appliance Private IP Address to set the opc user password to 

enable access to the BUI.  

¶ The instance includes the opc user by default. This account provides limited user access. You can 

transition to a full administrative-capability root account once you have logged in as the opc user if 
you need full administrative access to the instance.  

¶ Use your ssh  credentials to log in as the opc user to your newly running instance.  

¶ There could be a slight delay before you can ssh  into the running instance.  

For example: 

ssh - i < path_to_private_key_file > opc@203.0.113.29    

 

fishworks:>  configuration users  

fishworks:configuration users> select opc  

fishworks:configuration users  opc > set initial_password  

Enter new initial_password: ********  

Re- enter new initial_password: ********  

              Initial_password ï (set) (uncommitted)  

 fishworks:configuration users  opc > commit  

 fishworks:configuration us ers>  exit  
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3. CONFIGURE BLOCK STORAGE 

 

In this section, you will do the following steps: 

¶ Create block volume or volumes 

¶ Attach block volumes to ZFS Storage instance 

¶ Add iSCSI target  

 

This section will create a block volume in OCI and attach it to a ZFS Storage Appliance.  Once that is done a storage pool 
is created on the appliance. 

 

1. Go to the Block Volumes page for your compartment. 

 

 

 

2. Select Create Block Volume. 

 

 

 

3. Set create block volume properties and select Create Block Volume. 
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4. Attach storage to compute instance. Go back to Compute Instances and select the ZFS storage appliance 
compute instance. 
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5. Scroll down to Resources and select Attached Block Volumes and then select Attach Block Volume. 

 

 

 

 

6. Set Attach Block Volume Properties. 

¶ For VM and Bare Metal compute instances select iSCSI.  

¶ Select the block volume from your compartment by volume name or volume OCID. 

¶ Select Read/Write 

¶ Click Attach 

 

 

Repeat step 1 through 6 to add more block volumes for data disks. 

Note: If you want to expand existing block volumes, see the following MOS note (How to Expand a Zpool on a ZFS 
Storage on OCI Marketplace Deployment): Oracle Support Document 2800583.1 

 

 

 

 

 

https://support.oracle.com/epmos/faces/DocumentDisplay?id=2800583.1

























