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PURPOSE STATEMENT

This document provides step-by-step instructions for configuring an Oracle ZFS Storage instance in OCI.

DISCLAIMER

This document in any form, software or printed matter, contains proprietary information that is the exclusive property of
Oracle. Your access to and use of this confidential material is subject to the terms and conditions of your Oracle software
license and service agreement, which has been executed and with which you agree to comply. This document and
information contained herein may not be disclosed, copied, reproduced or distributed to anyone outside Oracle without
prior written consent of Oracle. This document is not part of your license agreement nor can it be incorporated into any
contractual agreement with Oracle or its subsidiaries or affiliates.

This document is for informational purposes only and is intended solely to assist you in planning for the implementation
and upgrade of the product features described. It is not a commitment to deliver any material, code, or functionality, and
should not be relied upon in making purchasing decisions. The development, release, and timing of any features or
functionality described in this document remains at the sole discretion of Oracle.

Due to the nature of the product architecture, it may not be possible to safely include all features described in this
document without risking significant destabilization of the code.
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INTRODUCTION

Oracle is uniquely positioned to provide products and services that run 24/7 either on-premises or in the cloud and so, has
the expertise to optimally run our own productsi n Or acl ed6.s own c¢cl oud

Oracle ZFS Storage in OCI Marketplace provides cloud-based NAS storage and replication services enable on-premises
ZFS Storage customers to migrate data and apps from on-premises to OCI. Oracle ZFS Storage instances provide both
protocol services and performance for data migration, replication, and sharing.

The Oracle ZFS Storage image in OCI can be configured as a Bare Metal (BM) or Virtual Machine (VM) instance to
support the following use cases:

Migrate data to OCI over NFS, NFSv4, SMB or cross protocols with AD integration using an Oracle ZFS Storage
BM or VM instance as a storage gateway

Share data from ZS BM or VM in OCI over NFS, SMB, or cross protocols back to on-premise

Replicate data to ZS BM or VM in OCI as a replication target and also reverse the replication back to on-premise
Migrate and host applications workloads using similar protocols as your on-premise deployments

Sharing data and replicating data can be hosted in the following ways:

Cloud to Cloud
On-premise to Cloud
Cloud to on-premise

After you have reviewed the above supported shapes, review the following summary of recommended shapes and
recommended number of NFS and SMB clients.

Network Bandwidth Expectations for NFS/SMB Clients

Memory Network Maximum Client  Typical Sustained Number of Clients
Speeds Bandwidth Bandwidth
VM.Standard2.4 60GB 4.1 Gbps 256 MB/s 192 MB/s Tens
VM.Standard2.8 120GB 8.2 Gbps 512 MB/s 384 MB/s Hundred
VM.Standard2.16 240GB 16.4 Gbps 1025 MB/s 768 MB/s Few Hundred
VM.Standard2.24 320GB 24.6 Gbps 1537 MB/s 1150 MB/s Hundreds
BM.Standard2.52 768GB 25x2 Ghps 3125 MB/s 2343 MB/s Thousands
Notes:

1 Typical sustained workload mix with 50% read / 50% write.

1 Number of clients depends on the desired throughput available to each client. If more
throughput is needed per client then fewer clients should be used.

1 A bare metal (BM) or virtual machine (VM) instance requires only one volume for operation.
You can add more volumes to increase storage capacity for your needs.

Maximum block volume capacity is 960TB.
Detailed shape specifications are available at OCI Shapes.

Limitations

The iSCSI protocol is only supported for boot volumes.
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https://docs.oracle.com/en-us/iaas/Content/Compute/References/computeshapes.htm

Known Issues

Bare Metal shapes will generate a spurious network problem that can be ignored. The problem will be seen
under the ZFS Storage in OCI Maintenance -> Problems tab and description will read: The driver is suffering
from a performance error detected in the driver. A(n) unsupported error has been detected during driver's attach
context causing a(n) performance service. (30773285 - OCI ZFS on BM network interfaces show errors on 2.52
shapes)

Virtual Machine instances will show network devices speed as 1Gb even though it will use the full bandwidth
allowed by the compute shape. (32749253 - VNICs speed is mentioned as 1G at CLI/BUI though VNIC effective
bandwidth is more)

If a new OCI VNIC is added to a running ZFS Storage in OCI VM, a reboot is required before the network device
can be used. (32518670 - Adding an additional vnic to the OCI zfssa VM fails)

The primary network interface used for iISCSI boot should not be modified. Use secondary network interfaces
instead. (33001957 - Adding a secondary IP address to bnxtO panics the zfssa BM instance)

Image Configuration Summary

Two images are available:
- One s for a virtual machine (VM) instance, which currently is: PV_ZFSSA_8.8.34-1.2.34.4846.1x

- One s for a bare metal (BM) instance, which currently is: BM_ZFSSA 8.8.34-1.2.34.4846.1x
A boot volume and data volume are the minimum requirements for configuring a ZFS Storage instance
A boot volume uses iSCSI protocol, but iISCSI is not otherwise supported

Overview of Configuration Steps

This guide describesthest eps to configure Oracle ZFS Storage as a comput
(OCl) and contains the following sections:

Import OCI Image

Configure OCI Compute Instance
Configure Block Storage
Configure ZFS Storage

Share an SMB Filesystem

gprOdE

For more Oracle®ZFS Storage Appliance documentation, go to https://docs.oracle.com/cd/F13758 01/

The final section provides additional management APIs used developed specifically for Oracle ZFS Storage in OCI
version.
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FIRST STEPS

1. Thefirst step is to get an Oracle Cloud Infrastructure account.

https://www.oracle.com/cloud/

This guide assumes a usable compartment, virtual cloud network (VCN) and subnet has already been

created and setup for use. An administrator for your OCI tenancy will authorize resources in a specified

compartment for you to use.

The following information will be needed to configure the OCI compute instance.

1.
2.
3.

OCI Compartment ID
VCN Compartment and Name
Subnet Compartment and Name

You will also need an ssh client to do the initial configuration and know how to configure the ssh client to use
ssh key authentication.

1. IMPORT OCI IMAGE

a s w D pRE

Log into your OCI tenancy and region.

In the left hamburger menu, click on Marketplace.
In the main screen, click on Marketplace.

In the main search screen, enter ZFS Storage.
When the Oracle ZFS Storage image appears, click on the link.

Marketplace

All Applications
Community Applications

Accepted Agreements

Filters
Type
Any

Architecture

Any
Publisher

Any

Category

Search for resources, services, and documentation

US East (Ashburn) v

ZFS Storage

X

All Applications

ORACLE

Oracle ZFS Storage

Oracle ZFS Storage features are

available for deployment on OCI...

Type: Image | Price: Free

Lustre Filesystem

Lustre software is a scalable,
parallel open source file system

Type: Stack | Price: Free

ORACLE

Linux

Oracle Linux Storage
Appliance

Easily set up shared storage on
Oracle Cloud Infrastructurs

Type: Image | Price: Free

Gluster Filesystem

GlusterFs is a scalable network
filesystem

Type: Stack | Price: Free

ORACLE

Linux

Oracle Linux Storage

&2

0Chain Data Privacy,
L

Linux)

Easily st up shared storage on
Oracle Cloud Infrastructure

Type: Image | Price: Free

&

Charon Virtual SPARC
Run legacy Solaris and
Applications Without Modificatio.

Regicn Restricted: US-only
Type: Image | Price: Paid

0Chain is & data privacy.
localization, and high-security.

Type: Image | Price: Free

ORACLE

High Performance
Computing

OCI HPC File System (HFS)

OCI HPG File System (HFS)

Type: Stack | Price: Free

High-Security...

JI’
GFS

BeeGFS Filesystem

BeeGFS is the leading parallel
cluster file systam

Type: Stack | Price: Free

I’
OND'

BeeGFS ON Demand
(BeeOND) Filesystem using...

BeeGFS ON Demand (BeeOND)
Filesystem cluster running on HP...

Type: Stack | Price: Free

Clear
search text

6. From the Oracle ZFS Storage screen, click get app.

Oracle ZFS Storage

Oracle ZFS Storage features are available for deployment on OCI Bare
Metal or OCI Virtual Machine

Oracle Cloud Infrastructure

(%) Software Price: Free @
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https://www.oracle.com/cloud/

7. The virtual machine (PV image) is selected by default. Select BM image if you are configuring a bare metal
instance.

Review the Overview below, review and accept the terms and conditions. Then, click Launch Instance.

Marketplace »

Oracle ZFS Storage e

ORACLE Image

Oracle ZFS Storage features are available for deployment on OCI Bare Metal or OCI Virtual Machine
Version . hr

lOrathe ZFS Storage features are available for deployment on OCI Bare Metal or OCI Virtual Machine PV_7FSSA B834-1... o
instances.

Software Price per OCPU

There are additional fees for the
infrastructure usage. (i
Categories: Storage Compartment

| have reviewed and accept the Oracle Terms of Use

Launch Instance

Reminder: Patch the instance once installed.
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2. CONFIGURE OCI COMPUTE INSTANCE

8

1. Enter the name of the compute instance.

2. Click the Change Shape button. For example, to change to a virtual machine (VM) shape from a bare metal (BM)

shape or vice versa.

Create Compute Instance

Name

Create an instance to deploy and run applications, or save as a reusable Terraform stack for creating an instance with Resource Manager.

I fishworks|

Create in compartment

store

Placement

The availability domain helps determine which shapes are available.

Availability domain

AD 1 AD 2

iZbs:US-ASHBURN-AD-1 v iZbs:US-ASHBURN-AD-2

25 Show advanced options

Image and shape

on top of the shape.

Image

ORACLE Oracle ZFS Storage

AD 3

Zbs:US-ASHBURN-AD-3

Oracle ZFS Storage features are available for deployment on OCI Bare Metal or OCI Virtual Machine

Collapse

A shape is a template that determines the number of CPUs, amount of memory, and other resources allocated to an instance. The image is the operating system that runs

Return to Marketplace

3. From the Browse All Shapes screen, select the Virtual Machine shape or the Bare Metal shape.

o For a Bare Metal image, select BM.Standard2.52

o For a Virtual Machine image, select VM.Standard2.4, VM.Standard2.8, VM.Standard2.16, or

VM.Standard2.24

In the example below, the VM shape is selected.

4. Next, select the Intel shapes box and then the VM.Standard2.4 shape.
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Browse All Shapes

instance type

Virtual Machine

A shaps is a tempiate that dstermines the number of CPUs, amount of memary, and other resources allocated to a newly created instance. See Compute Shapes for more information.

Bare Metal Machine

A VIrtual MACNing I§ &n INGEPENCENt COMPATING STVITONMENT A FLNS. O 107 A1 PYSICA Dare MEtal Narware || A bare metal ¢

Shape series

AMD
AMDEL - cor con i proceseons

‘ (intel) Irme' B —

Specialty and Previous Generation

v | and HPC shage:

 generation

845 107 Nighest p

AMD and Intel Standard she

apes.

8 and st

Always Free,

solation,

Shape Name ocPu Mamory (GB) Network Bandwidth (Gbps) Max. Total VNICs
VM.Optimized3 Flex (7 1 14 a H]
VM. Standard2. 1 1 15 1 z
VM. Stanctard2 2 F 2 2
= VM.Standard2.4 4 41 4
LLocal Disk: Block Storage Only
VM. Stancard2 8 8 120 a2 ]
VM. Standard2 16 16 240 164 16
VM. Standard2 24 24 20 248 24
p— PR
[Don't see the shape you want? Yiew your sendce limits and request an increase
Cancel
5. Click Select Shape.
6. Configure networking settings for the instance.

Ask your OCI tenancy administrator what Network and Subnet to use.

Networking
to the instance.

Network

Virtual cloud network in I

Subnet

Public IP Address
Requires a public subnet

25 Show advanced options

© Select existing virtual cloud network Create new virtual cloud network

Subnet in [ (O (Change Compartment)

(Change Compartment)

© Select existing subnet Create new public subnet

Assign a public IPv4 address @ Do not assign a public IPv4 address

Enter subnet OCID

Collaps:

Networking is how your instance connects to the internet and other resources in the Console. To make sure you can connect to your instance, assign a public IP address

7. Generate an SSH key and save the key, choose an existing public key file, or paste the contents of a public key.

Generate or locate your ssh keys. Existing keys can be found in the your .ssh directory.

$Is .ssh

config id_rsa

id_rsa.pub

known_hosts

If you already generated keys for the opc user, locate opc/opc.pub.
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Add SSH keys

Generate an SSH key pair to connect to the instance using SSH, or upload a public key that you already have.

© Generate a key pair for me Upload public key files (.pub) Paste public keys No SSH keys

@ Download the private key so that you can connect to the instance using SSH. It will not be shown again.

1 Save Private Key = J Save Public Key

For example, click Upload public key files and select it from the browse link.

Add SSH keys

Generate an SSH key pair to connect to the instance using SSH, or upload a public key that you already have.

Generate a key pair forme @ Upload public key files (.pub) Paste public keys No SSH keys
SSH public keys

& Drop .pub files here. Or browse.

ssh-key-2021-06-17.key.pub ~

8. Boot volume configuration.
Accept both default values. By default, a 300GB boot volume is created. For most use cases, this size
should be acceptable.

9. Select Create to launch the compute instance.

Create as Stack Gancel

10. Wait for the instance to go into the running state and copy the Primary VNIC Private IP Address.

Compute » instances » Instance Details » Work Requests
fishworks

Start || Stop || Reboot | Edit | More Actions v

Instance Information Oracle Cloud Agent Tags

General Information Instance Access

Availability Domain: AD-3 This instance cannot be accessed directly from the intermnet because
it's in a private subnet.

Fault Domain: FD-2

Region: lad Primary VNIC

OCID: ...szesma Show Copy

Private IP Addi
Launched: Wed, Feb 10, 2021, 20:51:58 UTC N rk Security ps: None Eait (1)
Compartment: zs (foot)ZFS-Compartment ekaisias FQDN:_' Show Copy
i suone: [
Instance Details
Virtual Cloud Network: DevTesti-iad.ven Launch Options

Malnssnance Reboot: NIC Attachment Type: VFIO

Remote Data Volume: PARAVIRTUALIZED
Firmware: UEFI_64

Boot Volume Type: ISCSI

In-transit Encryption: Disabled

Image: ZFSSA_8.8.33.1-89.20.8.2x-nondebug
Launch Mode: NATIVE

Instance Metadata Service: Versions 1 and 2 Edit (1)
Maintenance Recovery Action: Restore instance

Shape Configuration
Shape: VM.Standard2.2

OCPU Count: 2

Network Bandwidth (Gbps): 2
Memory (GB): 30

Local Disk: Block Storage Only
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11. Open a terminal and ssh to the ZFS Storage Appliance Private IP Address to set the opc user password to
enable access to the BUI.

1 The instance includes the opc user by default. This account provides limited user access. You can
transition to a full administrative-capability root account once you have logged in as the opc user if
you need full administrative access to the instance.

1  Use your ssh credentials to log in as the opc user to your newly running instance.
1 There could be a slight delay before you can ssh into the running instance.

For example:

ssh -i< path_to_private _key_file > opc@ 203.0.113.29

fishworks:> configuration users

fishworks:configuration users> select opc

fishworks:configuration users opc > set initial_password

Enter new initial_password: *****¥**

Re- enter new initial_password: ****¥***

Initial_password T (set) (uncommitted)
fishworks:configuration users opc > commit
fishworks:configuration us ers> exit

Oracle ZFS Storage in OCI Quick Start Guide | Version [1.06]
Copyright © 2021, Oracle and/or its affiliates | Public



3. CONFIGURE BLOCK STORAGE

In this section, you will do the following steps:

1

Create block volume or volumes

1  Attach block volumes to ZFS Storage instance
1 AddiSCsSl target

This section will create a block volume in OCI and attach it to a ZFS Storage Appliance. Once that is done a storage pool
is created on the appliance.

12

1. Go to the Block Volumes page for your compartment.

2. Select Create Block Volume.

OCID: ..knppga Show Copy
Launched: Wed, Feb 3, 2021, 21:58:44 UTC
‘Gompartment: 23 (rootllabops
Oracle Cloud Agent Management: Enablec

imenance Recovery Action: Restor ins

Block Volumes in labops Compartment

Block volumes provide high-performance network storage to support a broad range of /O intensive

workloads. Learn more

Create Block Volume

Name State

Default Auto- Current
Size Performance tune Performance
No items

Showing 0 ltems

3. Set create block volume properties and select Create Block Volume.

Oracle ZFS Storage in OCI Quick Start Guide | Version [1.06]

Copyright © 2021, Oracle and/or its affiliates | Public

Availability = Backup

Policy

1of1



13

Name

Create Block Volume

[ fishworks-disk01|

Create In Compartment
ofiat
Avaitability Domain

1Zbs:US-ASHBURN-AD-1

Volume Size and Performance

© Dotaut Custom

Volume Size: 1024 GB

Backup Policies.

Encryption

25 show Tagging Options

Volume Performance: Balanced
I0PS: 25000 IOPS (60 IOPS/GB)
Throughput: 480 MB/s (480 KB/s/GB)

Select Backup Policy in labops (Change Compartment

© Encrypt using Orace-managed keys

Encrypt using customer-managed keys

View detail page after this block volume is created

Create Block Volume Cancel

4. Attach storage to compute instance. Go back to Compute Instances and select the ZFS storage appliance

compute instance.

e Detaiis

ishworks-disk01

Create Instance

Name State
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Public IP | Shape

VM.Standard2.2

0OCPU Count

2

Memory (GB)

30

Showing 1 Item

Availability dol

AD-1
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Note: If you want to expand existing block volumes, see the following MOS note (How to Expand a Zpool on a ZFS

5. Scroll down to Resources and select Attached Block Volumes and then select Attach Block Volume.

Resources Attached Block Volumes

Block volumes provide high-performance network storage to support a broad range of /0 intensive workloads.

Metrics

Attached Block Volumes

Altached VNICs Name ‘ State ‘ Volume Type

Device path ‘ Type ‘ Access ‘ Size ‘ AD ‘ Created

Boot Volume

There are no block volumes attached to this instance.

Console Gonnection

Showing 0 Items

<101y

Oracle Gloud Agent Commands
Work Requests
0S Management

Custom Logs

6. Set Attach Block Volume Properties.

M For VM and Bare Metal compute instances select iSCSI.

Select the block volume from your compartment by volume name or volume OCID.

1
1 Select Read/Write
 Click Attach

Repeat step 1 through 6 to add more block volumes for data disks.

Storage on OCI Marketplace Deployment): Oracle Support Document 2800583.1
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